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1 Bike Rides Analysis

The basis of this project is to analyse a ”Big Data” dataset
using PySpark to give conclusive evidence for the research
hypothesis:

”People ride for longer in Spring than
in Autumn in London in the year

2014.”

This research can be important for cycle hire compa-
nies, knowing how seasonal variation in demand for longer
cycle hires can affect stock levels.

1.1 Terms of Hypothesis

To evaluate the hypothesis stated, first determine what
constitutes ”longer” for the difference in duration. For
this experiment, ”longer” is defined as the mean dura-
tion in Spring to be statistically greater than the mean
duration in Autumn at the 5% significance level.

According to Met-Office (n.d.), meteorological Spring
spans from 1st March - 31st May and Autumn from 1st

September - 30th November, which has been used to com-
pare seasons in this project.

1.2 Data Collection and Preparation

The dataset used for this research is provided by Trans-
port for London courtesy of the UK Government and can
be located on the url below (London n.d.).

https://cycling.data.tfl.gov.uk/usage-stats/cyclehireusagestats-2014.zip

Initial exploration of the cycle hire dataset return the
table shown in Figure 1.

Figure 1: First 2 rows of cycle hire dataframe.

The features of interest in relation to the hypothesis
are ”Duration” and ”End Date”, therefore observations
that have missing values within these have been removed.
Duplicate observations have also been removed if matched
in all features except ”Rental ID” as shown in Figure 2.

Figure 2: Remove missing values and duplicates.

From the summary statistics and distribution plots
in Section 1.3, there are some heavy outliers which may
affect our analysis. Although some of them might be
legitimate observations, they are not representative of the
average population. Therefore, choose to remove extreme
outliers in the top and bottom 0.5%, as shown in Figure
3.

Figure 3: Remove outliers from data.

1.3 Descriptive Analysis

From the dataframe summary in Figure 4, there are 10209981
total observations, with mean duration of approximately
0.408 hours. Interestingly, the standard deviation of the
duration is large in comparison to the mean, suggesting
potential for outliers and skewed distribution.

Figure 4: Summary statistics of dataset.
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The skewed distribution is confirmed in Figure 5, with
a large positive skew, that is, most observations lie at the
lower end of duration.

Figure 5: Distribution of duration and box plot per sea-
son.

With regards to the hypothesis, we are more inter-
ested in the distribution differences between Spring and
Autumn, as shown in Figure 6. Observing that the distri-
bution of duration in the two seasons is roughly similar,
and that the means and IQR of the data differs, perform
a statistical test in Section 1.4 to see if this difference is
significant.

Figure 6: Distribution of Spring and Autumn and Box-
Plot Comparison

1.3.1 Choosing a Statistical Test

In Section 1.1, the terms for evaluating the hypothesis
were set out as a difference in means, and a statistical
test can be chosen in line with this. A paired T-test is
not suitable since the data is not normally distributed
(from Figure 6), therefore look to a non-parametric test
such as the Mann-Whitney U Test, that only assumes
observations in one group are independent of the other.

1.4 Results

Choosing a random sample of 10,000 observations from
both Spring and Autumn, then running the Mann-Whitney
U test where:

• H0: The distribution of values in Spring are the
same as the distribution in Autumn.

• H1: The distribution of values in Spring is greater
than the distribution in Autumn.

Figure 7: Mann-Whitney U Test in Python.

Since the P-Value is less than 0.05, there is enough
evidence at the 95% significance level to reject the null
hypothesis and conclude that in 2014, people do ride for
longer in Spring than in Autumn.

1.5 Conclusion

The Mann-Whitney U Test shows that the difference in
means of cycle hire duration in Spring is greater than in
Autumn, confirmed by the bar chart with error bars in
Figure 8. Further works could determine if the season is
the cause of the difference in means, or if the relationship
is with weather conditions, for example.

Figure 8: Spring VS. Autumn bar chart with error bars.
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2 Research 2 Analysis

Following on from the research carried out in Section 1 of
this report, the second research hypothesis question is:

”People ride for longer when there is
no wind in London in the year 2014.”

This analysis can build on the previous hypothesis and
help cycle hire companies plan for periods of higher/lower
demand based on the wind speed forecast.

2.1 Terms of Hypothesis

To evaluate the hypothesis outlined above, find if there
is a declining relationship between the duration of cycle
hires and the corresponding wind speed on those dates in
London in 2014.

2.2 Data Collection and Preparation

Utilising the same dataset for cycle hire that was outlined
in the first hypothesis, found here. In addition to this,
wind speeds need to be collected, and can be found at
the following web location (Wunderground n.d.).

https://www.wunderground.com/history/monthly/gb/london/EGLC/date

Data from this location has been copied into Microsoft
Excel for use in this project.

2.2.1 Descriptive Analysis

Starting with the cycle hire data, duplicate values have
been removed if they are duplicated in all rows except
”Rental Id”, then the top and bottom 0.5% of duration
outliers have been removed to increase the power of any
statistical tests we deploy.

Exploring the weather dataset, find the following fea-
tures extracted from the import in Figure 9.

Figure 9: First rows of weather dataframe.

Joining the cycle hire and weather data provides the
resulting dataframe in Figure 10.

Figure 10: Resulting dataframe of inner join.

The resulting table of summary statistics in Figure 11

Figure 11: Summary statistics of joined data.

Plotting the distribution of duration, it is again clear
that the data is positively skewed. Visualising how the
wind speed affects the duration can be more difficult. In
Figure 12, the data has been separated into 5 bins based
on wind speed, showing how the mean duration can vary
based on wind speed (for a 20% data sample).

Figure 12: Distribution of duration and binned wind
speed.
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2.2.2 Choosing a Statistical Test

Describing relationships between two continuous variables
can be completed using the Pearson’s Correlation Coeffi-
cient Test, which only requires both variables to be nu-
meric in nature.

As the test describes linear relationships between the
variables, wind speed can be transformed using polyno-
mials in order to test various non-linear relationships, as
shown in Figure 13.

Figure 13: Code for transforming wind speed.

2.3 Results

Using a random sample of 10% of total data points, then
running the Pearson’s correlation coefficient test where:

• H0: There is no significant linear relationship be-
tween WindSpeed3 and Duration.

• H1: There is a significant linear relationship be-
tween WindSpeed3 and Duration.

Writing a function to calculate Pearson’s correlation
coefficient and print the results including P-Value’s for
determining if results are statistically significant.

Figure 14: Function to calculate and print Pearson’s cor-
relation results.

The result with the highest correlation coefficient is
WindSpeed3, with the results of the statistical test shown
in Figure 15.

Figure 15: Results for WindSpeed3 vs Duration.

Since the P-Value is less than 0.05, there is sufficient
evidence to reject the null hypothesis, and conclude that
there is a linear relationship between WindSpeed3 and
Duration. Though the strength of the relationship is
small at approximately -0.034, it is unlikely that this oc-
curs due to chance.

This can be backed up by testing a linear regression
model using WindSpeed3 as the only predictor of Dura-
tion, such is shown in Appendix A. The results of this
model are shown in Figure 16, where the predictions of
WindSpeed3 are on the left and the actual values on the
right.

Figure 16: Predictions (left) and Actual (right) of Linear
Model.

Although not at first clear, the actual values of du-
ration appear to have higher cycle hire duration’s when
wind speed is lower, and tend towards a smaller maximum
as wind speed increases.

2.4 Conclusion

To conclude, there is a statistically significant relationship
between WindSpeed3 and the Duration of cycle hires.

In Figure 16, cycle hire duration at the lowest wind
speeds does not seem to follow the pattern that has been
concluded by the Pearson correlation test, future works
could look into what might be the reasoning for this.
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A Linear Model
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